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Overview

A Reading Assignment
A Chapter 9 of textbook

A Further Resources

A MIT Open Course Ware

A S.Karlin and H. M. Taylor, A First Course in Stochastic
Processes 2nd ed., Academic Press, New York, 1975.




Outline

A Basic Definitions
A Statistics of Stochastic Processes

A Stationary/Ergodic Processes
A Stochastic Analysis of Systems
A Power Spectrum




Basic Definitions

A Suppose a set of random variables indexed
by a parameter

A Tracking these variables with respect to the
parameter constructs a process that is
called Stochastic Preegess.

X(t. £)=(X4(6) X5(b).... X, (6)...)

l.e. of outcomes to the real
(complex) numbers with respect to
Index.




Basic Definitions (cont 6d)

A A stochastic process - x(t) is a rule for assigning
to every za function Xx(t, 2).

A ensemble of functions: - - - Family of all functions a
random process generates

X(z-.¢) X(2.05)
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Basic Definitions (cont 6d)

A With fixed z (zeta), we will have a
O t 1 fecton called sample path .

A Are sample paths sufficient for
estimating ~ stochastic properties of a
random process?

A Sometimes stochastic properties of a
random process can be extracted just
cl from a single sample path. (When?)




Basic Definitions (cont 6d)

A With fixed oto, we wil

A With fixed 0toé and oOzetad, we

number pX(1.8)
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Basic Definitions (cont 6d)

A Example |

A Brownian Motion
A Motion of all particles (ensemble)
A Motion of a specific particle (sample path)
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Basic Definitions (cont 6d)

A Example Il

A Voltage of a generator with fixed frequency
A Amplitude is a random variable

Vit b) = AlB)eodut +/ )




Basic Definitions (cont 6d)

A Equality

A Ensembles should be.eqgual
X(t,b)=Y(t, b)

A Equality (Mean Square Sense)
A If the following equality holds

El(X(t, 5)- Y(t, b)?|=0

A Sufficient in many applications




Statistics of Stochastic Processes

A First -Order CDF of a random process

Fy (xt) = P{X(t) ¢ x}

A First -Order PDF of a random process

fx(x,t):&Fx (x,t)




Statistics of Stochastic Processes (cont 6d

A Second-Order CDF of a random process

Fx (Xl’ X2;t1’t2) = P'{X(tl) ¢x and X(tz) ¢ Xz}

A Second-Order PDF of a random process

2

HXq -HXo

fx e; 8 ) = Fx (%, %s 1y, 1)




Statistics of Stochastic Processes (cont 6d

|
A nt order can be defined. (How?)

A Relation between first -order and second-
order can be presented as

F, (x,t)=F (x2;t,tj)

Relation between different orders can be

I obtained easily. (How?)
Ci




Statistics of Stochastic Processes (cont 6d

A Mean of a random process

o]

nft)=E[X(t)] = fix. fx (x,t)dx

-0

A Autocorrelation ofa random process

R(tl’tz): E[X(tl)-x(tz)]: N X fx (Xl’xz;tlitZ)XmdXZ

.
EI A Fact: R(t,t):si(t)+ni(t) (Why?)




Statistics of Stochastic Processes (cont 6d

A Autocovariance of a random process

Cltyty) = Rlty.t)- /t,).t,)
=E[(X(t,)- mt))-(X(t)- att))]

A CorrelationsGoefficient

)= e S

. Jeltt)Clts. )

A Example

E|(X (1) + X ()P |= Rt t) + 2R(t, t) + Rltz. )




End of Section 1

Any Question?
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Commeon Questions.. that. you need two know.
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Basic Definitions (cont 6d)

A Example

-/t

A Poissen Process K(t):ekl (/ 1)

A Mean mt) =1/ 1

. £/ L,+/°01,  t2t
A Autocorrelation  Rlt.t)=y 2t %
fly+/°a.L, t, ¢t,

A Autocovariance  Clt;,t,)=/.min(t,t,)




Basic Definitions (cont 6d)

A Complex process
A Definition
Z(t)=X(t)+i.Y(t)

A Specified in terms of the joint statistics of
two real processes X(t) and Y(t)

= A Vector Process
' II A A family of some stochastic processes




Basic Definitions (cont 6d)

A Cross-Correlation
Rev (tt2) = E[X(t,) Y (t, )]
A Orthogonal Processes
Ry (tlvtz) =0

A Cross-Covariance
CXY(t11t2): RXY(tl’tZ)' ”3<(t )-W(tz)
A Uncorrelated Processes

Cxy (tl’tZ) =0




Basic Definitions (cont 6d)

A a-dependent processes

t-t]>a Y Cft.t,)=0
A White Noise
e Y  Cliai =0

A Variance of Stochastic Process
c(t.t)=s%(t)




Basic Definitions (cont 6d)

A Existence Theorem
A For an arbitrary mean function  nft)

’”~

A For an arbitrary covariance function  C(t;,t,)

A There exist a normal random process that its
mean is /t)and its covariance is Clty,t,)




Outline
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Stationary/Ergodic Processes

A Strict Sense Stationary (SSS)

A Statistical properties are invariant to shift of.time
origin
A properties should be
or fx(xt)=fx(x)
A properties should depends only on
difference of times or 7=t,-t, Y  fy(x, %it,6)= fx (X, %:2)




Stationary/Ergodic Processes ( con't

A Wide Sense Stationary (WSS)

”~

A Mean IS constant
E[X({t)]=m

A Autocorrelation-depends on the difference of times
E[X(t).X(t+2)] = R()

A First and Second order statistics are usually
enough in applications.




Stationary/Ergodic Processes (cont

A Autocovariance of a WSS process

A Correlation Coefficient

N

r(t):%

N




Stationary/Ergodic Processes (cont

A  White Noise
Clt)=q.alr)
A If white noise is an stationary process, why do
we c al«l It wonoi seod6? ( maybe

A a-dependent Process
Cf)=0 [t|2 a

A ai s called oCorrelation Ti




Stationary/Ergodic Processes ( con't

A Example
A SSS
A Suppose a and b are normal random variables
with zero mean.

X (t) =a.codwt)+b.sin(ut)

A WSS
A Suppo/se 0 6 has a unifo
Interval ( ,0,,0)

X(t)=a.codut+/ )




Stationary/Ergodic Processes (cont

A Example
A Suppose for a WSS process R(f)=Ae @
A X(8) and X(5) are random variables

E{(x (8)- x(5))2J: E[x (8)2J+ E[x (5)2]- 2E[X (5).X(8)]

= R(0)+ R(0)- 2R(3)




Stationary/Ergodic Processes ( con't

A Ergodic Process
A Equality of time properties and statistic - properties.

A First -Order Time average
A Defined as E{X(t}=(X(t))=m=lim1. .

i
L - (t)dt
ZA I

A Mean: Ergodic Process

E{X(t)} = E[X(t)]

cl y
Bl A Mean:Ergodic Process in Mean:Square:Sense

1 2T o a &
elx@- mPl=0 0 iim. . Ly (a)d- E8da =0
) 3 | 0 Q 1l —




Stationary/Ergodic Processes (cont

A Slhut skyods Theor em
A A process X(t) is mean -ergodic - iff

1T
im 1. . ?ﬁi(t)dz‘ =0
0

A Sufficient Conditions

A a) fel)d <o

A b) lim ., C(t)=0




Outline

A Basic Definitions

A Stationary/Ergodic Processes
A Stochastic Analysis of Systems
A Power Spectrum




Stochastic-Analysis of Systems

A Linear Systems
y(t)=Systerx(t)} Y ay(t)+b=Systefax(t)*b} ",

A Time -Invariant Systems

y(t)=Systerx(t)} Y y(t-7)=Systeru(t- 1)} ",

A Linear Time -Invariant Systems

y(t)=Systerx(t) ¥ y{t)=h(t)* x{t)

A Where h(t) is called impulse response- - of the system




Stochastic Analysis of Systems (con't

A Memoryless Systems

y(to) = Systertw(t)} 2 t,

A Causal Systems
Y(to) = Systerpx(t)} t ¢t

Ei A Only causal systems can be realized. (Why?)




Stochastic Analysis of Systems ( c on't

A Linear time -invariant systems
A Mean

Ely(t)] = Elh(t)* x(t)] = h(t)* Elx(t)

A Autocorrelation

Ryy(tr:t2) = hlt)* Rolte, to)* ' (t5)




Stochastic Analysis of Systems (con't

A Example |
A System:  y{t)=f@a).da

t
A Impulse response:  h(t)= fe(t).dt=u(t)
0
t
A Output Mean: Ely(t) = pE[x(t))dt
0

A Output Autocovariance:

(tl tp)= erx(tl at,- b)da.db




Stochastic Analysis of Systems (con't

A Example Il

A System: y(t):%x(t)

A Impulse response: h(t):id(t)

A Output Mean: E[y(t)]:%E[x(t)]

2

A Output Autocovariance: Ryy(tl,tz):ut”ut R, (t,t,)
12




Outline

A Basic Definitions

A Stationary/Ergodic Processes
A Stochastic Analysis of Systems
A Power Spectrum




Power Spectrum

A Definition
A WSS process X(t)
A Autocorrelation R(z)

A Fourier Transform of autocorrelation

o]

)= PR e ™ it

-G




Power Spectrum (cont 6d)

A Inverse trnasform

1

R(E)= o et

A For real processes
S(W) = ZOﬁS(W). cos(l/m‘ )dW

R(f):%Fﬁ(W). cedl




Power Spectrum (cont 6d)

A For a linear time invariant system

Sy, (W) =H (W) S () H" (W)
=[H (WS

A Fact (Why?)

A (H ()

varly(t)] 5 % |




Power Spectrum (cont 6d)

A Example | (Moving Average)
A System ()= %tr}()

A Impulse Response H(w)= sin(T.w)
T.w
.
A Power Spectrum S, (W)= S, (W)= (r.w)

T2

A Autocorrelation 8 .
Rul)= - P LR, - a)ea
2T ore 212




Power Spectrum (cont 6d)

A Example Il

A d
A System Y(t)=a—tx(t)

A Impulse Response.  H(w)=i.w

A Power Spectrum S, (W) =w.S,(W)
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