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Abstract—Controlling networked dynamical systems is a challenging endeavor, specifically keeping in mind the fact that in many scenarios the actors engaged in the dynamism behave selfishly, only taking into account their own individual utility. This setting has been widely studied in the field of game theory. One way we can control system dynamics is through the use of control parameters that are at our disposal, but finding optimal values for these parameters is complex and time consuming. In this paper we use the relation between network structural properties and control parameters to create a mathematical model that speeds up the calculation of the aforementioned values. For this, we use learning methods to find optimal values that can control the system dynamics based on the correlation between structurally similar networks.
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1 INTRODUCTION

Controlling dynamical systems, that is being able to guide such systems towards states with desirable outcomes, is a challenging and complex endeavor. The importance of these systems and the noticeable roles they play in various scientific fields make this issue one which has seen ever growing contributions from the scientific community. Specially, the growth of networked dynamical systems and their inherent complex internal interactions has attracted the interest of many researchers [1], [2], [3], [4]. In networked dynamical systems, a connected underlying structure of interconnecting links is present and thus an interdependence between the behaviors of individual actors who are involved in the system can be seen [5]. In such systems, the behavior for each actor depends not only on his own actions, but also on the actions chosen by other actors.

In this paper, we consider the problem of controlling networked dynamical systems that have individual, intelligent and selfish actors. This is the case in many sociological and economical contexts. In such systems, each actor usually undertakes actions keeping in mind his own benefit. Controlling the state of the system under such an assumption without forcing or guiding the individual actors in some way is not an easy task. Game theory is a mathematical way to study interactions between selfish agents in such contexts [6], [7]. It has many applications in such diverse disciplines as economics, political sciences, physics and biology [8].

In game theory, we model interactions between individual agents as a game where each agent is a so-called player. Each player has a utility function which he tries to maximize by deciding on an action to take. The basic assumption in classical game theory is that each player acts rationally whilst at the same time assuming that other players also behave similarly [9]. One of the subbranches of game theory, commonly referred to as network games, is devoted to the study of different aspects of networked systems such as topology formation, routing and congestion control [10], [11], [12], [13]. These network games, in which players are a network’s nodes, are the main focus of this paper.

The classical setting of game theory is static; that is all decisions are made in one step. Conversely, dynamic paradigms of game theory such as evolutionary game theory and repeated games focus more on the dynamics of changes in player actions, i.e., how games evolve. These paradigms have proven to be invaluable in helping to explain many complex and challenging aspects of different disciplines [14], [15], [16].

Best response dynamics is one of the simplest and most straightforward game dynamics in which each round a player is chosen, updating his action to the one which is most beneficial for him. Using such game dynamics, players are sequentially best responding to the current game setting [17], [18], [19]. This process continues until it converges to an equilibrium where no player wants to deviate from the current setting, called an output of the dynamics.

In this paper, for a given game on a networked dynamical system, we want to guide the player’s actions so as to reach a state which is most desirable. Since the individual steps of the game and its outcome are formed by the decisions made by the selfish nodes, controlling this best response dynamics is a very complicated task. The only way to impact the game is to change some of its global configurations (e.g., setting prices or determining each player’s turn). We assume that these configurations can be changed using predetermined global parameters. Obviously these parameters should not
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be impacted by the decisions and actions of individual players. We call these global parameters, control parameters.

To measure the desirability of a state, we use an objective function. Therefore our target control problem can be described as an optimization problem, where we search for control parameter values maximizing the objective function.

The usual methods for solving such classes of problems involve searching for the control parameters’ values and simulating their best response dynamics. The control parameters values that lead to the most desirable equilibrium amongst the reached equilibria, in terms of our objective function, are then chosen. These methods have an excruciatingly long runtime as many different values must be examined and subsequently simulated to reach the optimal convergence. This limits their usefulness in many real-world application scenarios.

In this paper we show how a network’s structural properties can be used to noticeably decrease the computation time of the above optimization problem. To this end, we propose a method to derive a mathematical model which computes the control parameters directly from the structural properties of network nodes. Using this model, instead of running a time consuming optimization algorithm, we can compute the network’s structural properties and use the mathematical model to find a set of parameter values which can lead to the most desirable outcome in terms of the defined objective function. To prove the effectiveness of this method, we try it on different test networks using various learning algorithms and show that in all cases, the desirability of the outcome is acceptable.

1.1 Setting

Before going any further, we must at first formalize our model’s setting. A normal form game is defined as a tuple $(P,A,U)$ where:

- $P = \{p_1, p_2, \ldots, p_n\}$ is the set of $n$ players,
- $A = A_1 \times \cdots \times A_n$, where $A_i$ is a finite set of actions available to $p_i$. Each vector $a = (a_1, \ldots, a_n) \in A$ is called an action profile,
- $U = (u_1, u_2, \ldots, u_n)$, where $u_i : A \to \mathbb{R}$ is the utility function for $p_i$.

Obviously, each player can only change his own action, so for simplicity when dealing with player $p_i$, the action profile $a$ is written as $(a_{-i}, a_i)$, where $a_{-i} = (a_1, \ldots, a_{i-1}, a_{i+1}, \ldots, a_n)$, consisting of all the components of $a$ except $a_i$. Thus the utility function of $p_i$ can be defined as $u_i(a_{-i}, a_i)$.

The utility function of each player $i$, $u_i(\cdot)$, is calculated using a gain function $g_i(\cdot)$ and a loss function $l_i(\cdot)$ as follows:

$$\forall a \in A, u_i(a_{-i}) = g_i(a_{-i}, a_i) - l_i(a_{-i}, a_i).$$

The gain and loss functions have natural economic interpretations and can be computed efficiently. The gain function measures the amount of benefit received by a player due to the nature of the game. The loss function measures the costs incurred by each player for choosing his desired action and is parameterized with cost parameters.

Each player tries to choose an action which maximizes his utility function, i.e., a best response to the actions chosen by other players. We define $BR_i(a_{-i})$ to be the set of actions $x \in A_i$ for which $u_i(x, a_{-i})$ is maximized. An action profile $a$ is called a Nash Equilibrium when

$$\forall i \in [n] : a_i \in BR_i(a_{-i}).$$

In best response dynamics, at each step a player $p_i$ is chosen (according to an activation rule such as uniform randomness) and the player’s action profile $(a_{-i}, a_i)$ is updated to $(a'_{-i}, a_i')$ where $a_i'$ is one of the actions which grants the most beneficial deviation for $p_i$, in terms of the utility function $u_i$, i.e., $a_i' \in BR_i(a_{-i})$. This process continues until the game converges to a Nash-equilibrium.

In this paper we are interested in network games in which the actions of players form a network between them. In such games, the players are the network’s nodes and each action profile defines a different network (with a different state). So clearly the utility function maps each possible network to a real value. The players’ set of actions consist of those which change this network and its state. The best response of player $i$ changes the network to one with the most desirable structure and state for him, i.e., the network which maximizes the value of $u_i$.

A best response dynamic for a network game $G$ on a network $N$ is defined as a process $D_{G,N} = \{N^t\}_{t=0}^{\infty}$ where $N^0 = N$ and each $N^t$ for $(t > 0)$ is the network evolving from $N^{t-1}$ as follows. One player $p_i \in P$ is chosen based on an activation rule and changes the structure and state of the network according to his best response action.

It remains to define the activation rule. Here, we assume that a subset of nodes are chosen to be active during the game and these players take turns in an arbitrary order. Therefore the activation rule of $D_{G,N}$ is defined by two elements $T_D$ and $\pi_D$. $T_D \subseteq P$ is the set of active players (nodes).

We assume that only nodes in $T_D$ can be activated during the dynamic. $\pi_D$ is a permutation of $T_D$’s members (an onto function) and each one-to-one function from $\{0, \ldots, |T_D| - 1\}$ to $T_D$ which defines the order of nodes. We say that a sequential best response dynamic $D_{G,N}$ has converged when for a $T > 0$, $N^T$ is a Nash-equilibrium. From the definition, we have that $N^T = N^{T+1}$.

In this paper, we are trying to assert influence on a best response dynamic $D_{G,N}$. In $D_{G,N}$ each node takes selfish actions. So, the only possible strategy for us is to adjust the global control parameters of $D_{G,N}$ whose values cannot be affected by the network nodes. Using such a strategy we try to make $D_{G,N}$ converge to a more desirable Nash-equilibrium whose desirability is measured by an objective function $f : N \to \mathbb{R}$ (the set of all possible networks), therefore the problem we are trying to solve is:

$$\max f(N^T),$$

where $N^T$ is the converged Nash-equilibrium of $D_{G,N}$. Here we assume the cost parameters (which are embedded in every node’s loss function and are show here by $\lambda_i$) and activation rule parameters, i.e., parameters for determining the activation set ($T_D$) and for determining the activation order ($\pi_D$), are under our control.

1.2 Our Contribution & Related Works

The context of this paper can be categorized as a control theory problem [20], [21]. The usual objective of control theory is to control a dynamical system (discrete or continuous) in order for its output to follow a desired reference. This theory teaches how to build a controller for a system.
controller continuously monitors the output of the system and computes its difference with a desired reference (which is called the error). Using the value of the error, the controller computes the related values of the system parameters and adjusts them in order to close the gap between the output and the desired reference. This field has long been of interest to many researchers and has a rich literature [22], [23].

One of the most relevant classes of control theory problems to the overall setting outlined in this paper is called optimized control theory [24], [25], [26]. This theory reduces a control problem to an optimization one with a cost function that is a function of the system state and control variables. An optimal solution to this problem leads to a control policy. Use of optimization algorithms, such as genetic algorithms, is a routine method for computing the parameters of the control policy [27], [28], [29]. Such methods must check a great number of different parameter values. In our problem context, running such checks requires very time-consuming simulations, because to compute the resulting objective function for each set of parameter values, the simulation needs to converge to a Nash-equilibrium. Thus, such existing methods are impractical in even simple simulation scenarios over small networks and are not applicable in many real world situations, specially when we need instant controller responses.

As an alternative one can investigate the intuitive relations between the solution context and the properties of the network to conduct the computations needed for faster obtaining of the optimal solution. Such an intuition has been used in many works in different fields such as complex networks, graph theory and operations research [30], [31], [32], [33]. One of the relevant aspects of dynamical systems on complex networks which has been studied with this approach is their controllability. The controllability of a dynamical system is defined as the number of required control signals to drive the system towards some desirable state. Studies have found correlations between controllability and the structural properties of complex networks [11], [2], [34]. Thus one can use these findings to find optimized control signals in shorter times or enhance the controllability of dynamical systems by some network structural perturbations [3].

In the context of this paper, because multiple agents are selfishly interacting, the complexity is high and finding the relation between optimal values and network properties is difficult. We show how learning algorithms can be used to find such hidden relations between optimal control parameter values and network properties and derive a mathematical model to map them. This idea can also be used for other network optimization algorithms where no intuitive relation between the solution context and network parameters exists.

Another related field to our work is the field of Mechanism Design in classical game theory and economics [35], [36], [37]. This field deals with games of private information in which each player has a secret information (called its type). A player (that is called the principal) designs the game mechanism based on some objective functions (e.g., social welfare or truthfulness). The players report their type (truthfully or not) and the mechanism is executed, benefitting each player based on his reports and the designed mechanism.

We present our framework in Section 2. As discussed earlier, the aim of this framework is to learn a mathematical model which maps network nodes’ structural properties such as degree and clustering coefficient to the nodes’ control parameters. We call this mathematical model the NSP2CP model. We test different learning algorithms and show that all of them are effective in finding hidden relations between the control parameters and network properties. Then we show the efficiency of these models by simulating different best response dynamics (see Section 3) over different networks with the parameters generated by the model.

2 FRAMEWORK

In this section, we propose a framework to derive the NSP2CP mathematical model which computes control parameters from the structural properties of an input network. The outline of this framework is shown in Fig. 1. The main intuition behind the NSP2CP framework is that if we can derive a mathematical model which relates the structural properties of a given network (called the training network) to the optimized control parameter values, based on inductive reasoning, we can broaden its application to other networks with similar properties. Therefore we can inductively extend this relation to other networks and use it to find their best control parameter values. This is based on previous research showing that many complex networks share similar structural properties [38], [39]. Since in our problem multiple agents are selfishly interacting, we are faced with high complexity and therefore finding the relation between the optimal values and network properties is a complicated task. Hence, instead of directly probing this complicated relation, we use learning algorithms to extract it, calling this the NSP2CP mathematical model.

We first model each control parameter by normally distributed random variables. We assume that each cost parameter \( \lambda_i \) is sampled from a normal distribution with average \( \mu_i \) and standard deviation \( \sigma_i \), \( T_D \) (the set of active nodes in the best response dynamics) is modeled by a \( n \)-bit binary string \( \delta = \delta_1 \delta_2 \ldots \delta_n \) for which each

\[
\delta_i = \begin{cases} 
1 & \text{if } v_i \in T_D \\
0 & \text{if } v_i \notin T_D. 
\end{cases}
\]

To compute \( \delta_i \), we pick a random sample \( \delta' \) from a normal distribution \( \mathcal{N}^{\delta} \) with average \( \mu^{\delta} \) and standard deviation \( \sigma^{\delta} \) and put \( \delta_i = 1 \) if and only if \( \delta' > 0.5 \). Finally, \( \pi_D = \pi_1 \pi_2 \ldots \pi_n \) (the order of players’ activation) is a permutation which maps each network node to a unique order from \( \{1, 2, \ldots, n\} \). We model this permutation with a matrix \( \theta \) whose entries \( \theta_{ij} \) are defined as

\[
\theta_{ij} = \begin{cases} 
1 & \text{if } \pi_D^{-1}(v_i) < \pi_D^{-1}(v_j) \\
0 & \text{if } \pi_D^{-1}(v_i) > \pi_D^{-1}(v_j). 
\end{cases}
\]

We compute \( \theta_{ij} \) with the same method used for \( \delta_i \) by sampling from a normal distribution \( \mathcal{N}^{\theta} \) with average \( \mu^{\theta}_{ij} \) and standard deviation \( \sigma^{\theta}_{ij} \). Our goal is to obtain a mathematical model (like a closed formula or the neural network shown in Fig. 1), mapping network structural properties to control parameters. For example the formula shown in this figure calculates \( \sigma_{ij}^{\theta} \) as a function of the betweenness of nodes \( i \) and \( j \) based on the...
The framework starts with a training network \( N_{tr} \). In the first step, the structural properties of \( N_{tr} \) are computed. In this paper, we consider five different properties: betweenness, closeness, clustering coefficient, page rank and degree. Thus, for each node \( v_i \) of \( N_{tr} \), we have a 5-component vector 

\[
\mathbf{P}_i = \begin{bmatrix} p_{i1} & p_{i2} & \ldots & p_{i5} \end{bmatrix}
\]

where each \( p_{ij} \) determines one of the computed structural properties of node \( v_i \) in \( N_{tr} \).

In the next step, an optimization algorithm is run to search for the optimized control parameters of the best response dynamics over \( N_{tr} \). Assuming that \( N_{tr} \) has \( n \) nodes, \( n^2 - n \) control parameters must be computed in this step, which includes \( \lambda_i \) and \( \delta_i \) for \( 1 \leq i \leq n \), and \( \theta_{ij} \) for \( 1 \leq i < j \leq n \). Thus, to solve this problem, we must search in a high-dimensional space where checking each point requires a lengthy simulation. Hence, with a large size training network this optimization is infeasible. Therefore \( N_{tr} \) should be a small network with diverse node properties. To search for the optimal control parameter values, we use a hybrid algorithm combining genetic and hill-climbing algorithms [40] which will be introduced in Section 2.1.

Next, we use supervised learning algorithms to extract the NSP2CP mathematical model. To do this, for each of the parameters which correspond to a single node i.e., \( \mu^1, \sigma^1 \), \( \mu^2, \sigma^2 \), we construct a set of training data with \( n \) members, each of which is a pair consisting of one of the \( P_i \)s as input and the optimal value for the target parameter for the \( i \)th node as the supervisory signal. For example, the training dataset for \( \mu^1 \) is formed as follows:

\[
\{ < P_1, opt(\mu^1_1) >, < P_2, opt(\mu^1_2) >, \ldots, < P_n, opt(\mu^1_n) > \}
\]

where \( opt(\mu^1_i) \) is the optimal value for \( \mu^1_i \) in the training network computed by the optimization algorithm. To learn, \( \mu^1_{ij} \) and \( \sigma^1_{ij} \) which are related to two nodes, we use both \( P_i \) and \( P_j \) as the input object, for example the training dataset for \( \mu^1_{ij} \) has the form

\[
\{ < P_i, P_j, opt(\mu^1_{ij}) > \}_{1 \leq i < j \leq n}.
\]

The training dataset is fed to the learning algorithms to derive the NSP2CP mathematical model. In this paper, we test two different learning methods for this purpose: linear regression (LR) and multilayer perceptron (MLP) [41], described briefly in Section 2.2. The output of these methods is a mathematical formula or a neural network which map nodes’ structural properties to control parameter values. From now on, we can use this model for other (test) networks (Fig 2). We only need to compute the structural properties of each node and feed them to the models to compute the control parameters. In Section 3, we show the efficiency of these parameters.

2.1 Optimization Algorithm

For the optimization algorithm, we use a hybrid method combining hill-climbing and genetic algorithms. These meta-heuristic methods were invented to limit the search space and reduce the runtime in exchange for losing the assurance of obtaining the exact optimized value. Although they have a much smaller runtime in comparison to brute-force mechanisms, computing the objective function value for each combination of parameter values in the search space needs a complete simulation of the best response dynamics until it converges to an equilibrium, which can
take a long time, even on our chosen small scale training network. For the Hill-climbing algorithm, we start from a feasible solution, a point in our search space, and then iteratively move to one of its neighbors which locally maximizes the objective function. We continue this process until we reach a point called a local maximum, where none of the available neighbors can grant a higher value to the objective function then the one being provided by the current point. One of these local maximum points is the global maximum. It is a good technique to run the whole process with random starting points (random restarts) to increase the probability of reaching the global maximum.

We use a hill-climbing algorithm with 10 random restart to find optimized values for $\lambda_i$ variables. Thus our target point is a $n$-dimensional vector with the form $\lambda = <\lambda_1, \lambda_2, \ldots, \lambda_n>$. We run this hill-climbing algorithm 30 times, each time setting $TD$ equals to the set of all nodes and $\pi_D$ to a random permutation. We consider $2n$ neighbors for each point $\lambda_i$ where neighbors are obtained by increasing or decreasing the values of components of $\lambda$ by $\alpha = 0.5$. After running all instances of the hill-climbing algorithm, we will have $30n$-dimensional vectors for $\lambda$. By calculating the mean and standard deviation of the components of these vectors, we will have the values for $\mu_i^\lambda$ and $\sigma_i^\lambda$ for each $1 \leq i \leq n$.

In genetic algorithms, a population of candidate solutions (points) is evolved toward better solutions. This evolution is an iterative process where in each iteration, 3 operators are applied: mutation, crossover and selection. Applying mutation and crossover operators generates new solutions and adds them to the current population. The mutation operator creates a copy from one of the solutions and does some minor modifications on it. The crossover operator picks two solutions and generates a new child solution by combining their properties. The selection operator reduces the population by selecting some of the current population for the next iteration and ignoring the others. This is done in a way that solutions with a higher objective function value are more likely to be selected and transferred to the next iteration.

We use a genetic algorithm to search for optimized values for $\pi_D$ parameters. For $\pi_D$, we generate 100 random permutations as the initial population, each encompassing a potential activation order for the nodes. In each iteration, we pick 50 of the current population randomly and mutate them to generate 50 new solutions. We also select 50 random pairs from the population and generate 50 new solutions by their crossover. After these steps, we will have a population of 200 (100 from the previous iteration, 50 mutated solutions and 50 child solutions). Finally, we select 100 of the solutions for the next iteration so that solutions with a higher objective function value are more likely to be selected. After the convergence of the population, where the maximum objective function value of the population doesn’t change in two consecutive iterations, we transform all the populations to their matrix form $([\beta_{ij}])$ and calculate their mean and standard deviation to achieve $\mu_i^\beta$ and $\sigma_i^\beta$. Consider that in all these steps, $TD$ is equal to the set of all nodes and $\lambda_i$ is set to the optimized value of $\mu_i^\lambda$ for each $1 \leq i \leq n$ computed in the previous phase.

For the mutation operator, we pick two random nodes and change their order in the input permutation. That is, if the input permutation is $\pi = \pi_1, \ldots, \pi_i, \ldots, \pi_j, \ldots, \pi_n$ and the random nodes picked are $\pi_i$ and $\pi_j$, the mutated permutation will be $\pi' = \pi_1, \ldots, \pi_j, \ldots, \pi_i, \ldots, \pi_n$. The crossover operator gets two permutations $\pi^1$ and $\pi^2$ as input. To generate the child permutation $\pi^c$, it selects a random subset $R$ of nodes with $\frac{n}{2}$ members. The nodes in $R$ will appear in the first $|R|$ positions of $\pi^c$ with the order defined by $\pi^1$. The remaining $n - |R|$ nodes will appear in the last positions of $\pi^c$ by the order defined by $\pi^2$.

To find the optimized values of $TD$’s related parameters, we use a genetic algorithm with the same approach we used for $\pi_D$. The search space consists of all $n$-bit binary strings. The only difference is the mutation and crossover operators. The mutation operator gets a binary string as input, chooses a random bit and changes it to its negation. The crossover operator gets two bit strings $T^1$ and $T^2$ and selects a random subset $R$ of $\{1, 2, \ldots, n\}$ with $\frac{n}{2}$ members. Then it computes the output bit string $T$ by choosing the values of locations in $R$ from $T_1$ and others from $T_2$. 

![Fig. 2. Computing a test network’s control parameters from the NSP2CP mathematical model.](image-url)
2.2 Learning Methods
As was mentioned earlier, in this paper we use two learning methods, RL and MLP. In this section, we briefly explain these learning methods. Learning algorithms are tools to build an abstract model from an example input (which is called the training data) in order to make predictions and decisions. These models give us a general view of data, which cannot be captured by looking at them separately.

The main approach of these algorithms is to first select a mathematical model which intuitively has the ability to explain the system behavior and then fit the observed data into it. The fitting is done by defining an error function which shows the deviation between the model and the data and then by calibrating the model parameters to minimize the error function.

Throughout this section we assume that we have \( n \) training data, each represented by a \( d + 1 \)-dimensional vector. Each of these training data is in the form \( < x_i, y_i > \), where \( x_i \) is a \( d \)-dimensional vector called the label and \( y_i \) is its corresponding target value. The desired learned model \( M \) should map each \( x_i \) to \( y_i \). For example in our problem, \( x_i \) are the vectors containing network structural property values and \( y_i \) are control parameters.

The linear regression method fits the training data into a linear model

\[
M(x) = w_0 + w_1 x^{(1)} + w_2 x^{(2)} + \cdots + w_d x^{(d)},
\]

where \( x^{(j)} \) is the \( j \)-th component of \( x \). The LR algorithm mainly tries to find \( w \) that minimize the following error function by optimization techniques such as gradient descent

\[
\sum_{i=1}^{n} (M(x_i) - y_i)^2 + \frac{\lambda}{2} \sum_{i=0}^{d} w_i^2.
\]

The first part of the above formula is the squared error function. The second part is called the regularization part and \( \lambda \) is called the regularization parameter which is used to avoid over-fitting the problem [41]. This model can be extended by changing variables through applying different kinds of functions, called basis functions, on the training data. For example, applying \( \phi(z) = \frac{1}{x} \) on \( y_i \)'s and keeping \( x_i \)'s without variable change, will lead to the following model:

\[
M(x) = \frac{1}{w_0 + w_1 x^{(1)} + w_2 x^{(2)} + \cdots + w_d x^{(d)}}.
\]

A multilayer perceptron is a feedforward artificial neural network which consists of a set of interconnected computational blocks which are called neurons. Each neuron does a simple computation. Assuming that one of the neurons \( n^{(i)} \) has \( k + 1 \) inputs \( I_0 = 1, I_1, I_2, \ldots, I_k \) it computes a weighted linear combination of these inputs and then applies an activation function (which is usually a logistic sigmoid function \( \sigma(z) = \frac{1}{1+e^{-z}} \) on them, activating the output when the input has the enough amount of amplitude. Thus \( O^{(i)} \), which defines the output of \( n^{(i)} \), is computed as follows:

\[
O^{(i)} = \sigma \left( \sum_{j=1}^{k} w^{(i)}_j I_j \right).
\]

where \( w^{(i)}_j \) is the weights defined for \( n^{(i)} \). Although the modeling power of each neuron is very low, by networking them we will obtain a very powerful model, specially when a hidden layer is considered in its structure. To learn an MLP model, we should find optimum neuron weights \( w^{(i)}_j \) in order to minimize the squared error function. The back-propagation method is an efficient technique devised for this purpose [41].

3 Evaluation
In this section, our goal is to evaluate the performance of the NSP2CP framework. For this purpose, first we choose some network games and formally define in our settings. Then the evaluation methodology is described and finally the results are presented and analyzed.

3.1 Target Network Games
In this section, we describe three common network games and define them formally in our settings. These network games are used as a basis for our experiments in further sections.

3.1.1 Community Formation Games
Understanding the formation and evolution of overlapping communities in networks is one of the active lines of research in network sciences which has applications in sociology, criminology, social marketing and many other fields [42], [43], [44]. In order to study issues such as these in multi-agent and dynamical settings, community formation games have been proposed [10], [42].

In this paper, we consider the community formation game proposed by Chen et al. [10] which uses Newman’s modularity function [45] as the nodes’ gain function. Here, nodes like to increase the number of their inter-community relations and decrease the number of their intra-community relations. We assume that, on the other hand, we don’t want the network to converge to a collection of separated communities, preferring the network structure that allows high speed dissemination of information between communities. We now formalize all these aspects in our setting.

The best response dynamic for this community formation game on a network \( N \) is stated as follows. Each node \( v_i \) chooses a set of communities \( C_i \subseteq C \) and enrolls in them. His aim is to maximize his local modularity, which shows the degree to which \( v_i \) has inter-community interactions in comparison to intra-community interactions. In the work done by Chen et al. [10] the following gain function for node \( v_i \), when his action is \( c_i \), is proposed

\[
g_i(N) = \frac{1}{m} \sum_{v_j \in V_N} \left( A(v_i, v_j) \delta(v_i, v_j) - \frac{\deg_N(v_i) \deg_N(v_j)}{2m} |c_i \cap c_j| \right),
\]

where

- \( m \) is the number of \( N \)'s edges,
- \( A(v_i, v_j) = \begin{cases} 1 & \text{there is an edge between } v_i \& v_j \smallskip \\ 0 & \text{o.w.} \end{cases} \)
- \( \delta(v_i, v_j) = \begin{cases} 1 & \text{if } c_i \cap c_j \neq \emptyset \\
0 & \text{o.w.} \end{cases} \)

...
The loss function of each node \( v_i \) is simply defined as

\[
l_i(N) = \lambda_i |C_i| \quad \text{where } \lambda_i \text{ is the cost of enrolling } v_i \text{ in each community}
\]

As mentioned before, we assume that we want to increase the speed of information dissemination between communities, which can be measured by computing the closeness of these different communities to each other. To do so, we first build a weighted complete graph \( G_C = (V_C, E_C) \) from the Nash-equilibrium network \( N \), created from an action profile using the following procedure:

1. Define \( V_C = \bigcup_{v_i \in V_G} C_i \)
2. For each \( p, q \in V_C \), the weight of the edge between \( p \) and \( q \) in \( G_C \) is set to \( e_{pq} + 2e_{pq} \), where \( e_{pq} \) is the number of edges in \( N \) that exist between nodes enrolled in \( p \) and \( q \) and \( e_{pq} \) is the number of \( N \)'s nodes which are enrolled in both \( p \) and \( q \).
3. \( f(N) \) is computed from \( G_C \) by the following formulation:

\[
f(N) = \frac{1}{|V_C|} \left[ \sum_{p \neq q \in V_C} \frac{1}{\text{dist}_{G_C}(p, q)} \right]^{-1},
\]

where \( \text{dist}_{G_C}(p, q) \) is the weighted shortest path between \( p \) and \( q \) in \( G_C \).

### 3.1.2 Network Creation Games

Complex networks have known structural properties such as low average distance, high clustering coefficient and power-law degree distribution. Many researchers have concentrated on building network models which capture these properties [46]. Network creation (formation) games have been devised as a multi-agent model for this aim [47], [48], [49]. In this paper, we consider the network creation game proposed by Brautbar and Kearns [11] in which nodes try to maximize their clustering coefficient. The clustering coefficient of a node is the proportion of edges that exist between the node and neighboring vertices to the number of links that could possibly exist between them.

Each node \( v_i \) can decide on the existence of his neighboring edges. The gain function of node \( v_i \) is defined as

\[
g_i(N) = \Delta_N(v_i),
\]

where \( \Delta(v) \) is the number of balanced triangles of \( N \) \( v_i \) is involved in.

- \( \lambda_i \Delta^+(v) \) is the number of balanced triangles of \( N \) \( v_i \) is involved in.

For this game, our objective function is defined so as to capture the fact that we want the nodes of the Nash-equilibrium network as close as possible. Thus for a Nash-equilibrium \( N \) of this game we define \( f(N) \) as \( N \)'s closeness

\[
f(N) = \frac{1}{n \sum_{v_i \in V_N} \text{dist}_{N}(v_i, v_j)}
\]

where \( \text{dist}_{N}(v_i, v_j) \) is the length of the shortest path between \( v_i \) and \( v_j \) in the network \( N \).

### 3.1.3 Signed Network Formation Games

Signed networks are networks in which edges are labeled as either negative or positive. The semantic of these labels is related to the context in which the network is defined [60]. Signed network formation games have been defined similar to network creation games as a way to study the evolution of signed networks. The signed network formation game that we focus on here is based on the theory of structural balance in networks [50]. Structural balance theory describes attitudes of individuals to reduce cognitive dissonance among each other. When nodes set up dyadic relations that contain both positive and negative interactions, four different types of triad relations can be created (Fig. 3).

In conformity to this theory, we can classify these triangles into 2 classes: balanced and unbalanced. Triads (a) and (c) are balanced and relatively stable, but triads (b) and (d) are unbalanced and susceptible to break apart.

Each node \( v_i \) can decide on the existence and subsequently sign of his neighboring edges. The node's utility is defined as a linear combination of the number of balanced triangles and unbalanced triangles he is involved in

\[
g_i(N) = \Delta^+(v_i),
\]

and

\[
l_i(N) = \lambda_i \cdot \Delta^-(v_i),
\]

where

- \( \Delta^+(v) \) is the number of balanced triangles of \( N \) \( v_i \) is involved in.
- \( \Delta^-(v) \) is the number of unbalanced triangles of \( N \) \( v_i \) is involved in.
- \( \lambda \) is a parameter which defines a cost for nodes when they contribute to an unbalanced triad.

Nodes tend to have more balanced relations, so they try to manage their relationships in order to maximize the number of balanced triads they are involved in, but stable signed networks can have some unpleasant properties. It has been shown that when networks have no unbalanced triad, its nodes can be partitioned into two subsets wherein edges in the same subset are all positively labeled and the edges between different subsets are negatively labeled [51]. This creates a bipolar structural with two rival groups of united nodes which are enemies of each other, which in many
contexts is not a desired property. One of the best analysis of World War I is based on the formation of a such bipolar structure in international relationships between the six main warring countries [5]. Thus here we want the Nash-equilibrium network \( N \) as unstable as possible, so we define

\[
 f(N) = \frac{\Delta^-}{\Delta^+} \times \frac{1}{\frac{1}{\Delta^+} + \frac{1}{\Delta^-}},
\]

where \( \Delta^- \) and \( \Delta^+ \) are the number of unbalanced and balanced triangles in \( N \) respectively.

### 3.2 Training & Test Networks

In our framework, nodes’ structural properties (degree, clustering coefficient, betweenness, closeness and pagerank are chosen) are used for learning control parameters. For this purpose, we first should choose a training network and we should focus on these properties. As we previously saw in Section 2, our training network must be small and contain diverse node properties. With this in mind, we chose Zachary’s karate club-network [52] with 34 nodes and 78 edges as the training network. The properties of this network are depicted in Table 1.

For testing our framework we should choose different test networks. Since we want to run the optimization algorithm on these networks to compare our framework with it (the best possible output) and this algorithm is very time consuming, test networks should be small. It is important to notice that running this algorithm even on these small networks takes many hours. So three small networks which are important in social network research are chosen as our test networks (See Table 2).

### 3.3 Simulations & Results

In Section 3.1, we choose three different network games to evaluate the NSP2CP framework. So for each of these games, the framework’s mathematical models must be learned. To do this, as it is depicted in Fig. 1, we should first run the optimization algorithm (see Section 2.1) on the training network.

The output of this long-time running algorithm is the best set of control variable values we can achieve for the training network’s nodes. In Fig. 4, we have shown an example for the behaviour of the genetic algorithm used for finding the best values for \( \mu_i \) control parameters. This figure shows how the objective function values for the population in the community formation game are effectively increasing during this phase until they converge to their optimums.

In the next step of our framework (See Fig. 1), the structural properties of the training network’s nodes are computed and alongside with the output of the optimization algorithm, are fed into a learning algorithm (see Section 2.2). This learning algorithm should calculate a model for the fast computation of control variables. For implementing these learning algorithms Matlab’s standard toolboxes are used. For example for learning the MLP model, the Neural Network toolbox is used which gets the number of neurons in the hidden layer (we used 10) and then builds and trains the desired MLP model. The resulting trained network for calculating activation parameter variables is depicted in Fig. 5. This network is trained for 31 epochs where the validation error reaches its least value. The convergence diagram during this phase is depicted in Fig. 6.

Finally, for each network game and each test network, we consider the following test scenarios and compare their
results. Each scenario is run using a different method. Among these methods, the LR and MLP models are derived from the NSP2CP framework. As described in Section 2, in these scenarios the trained mathematical models are used to compute the control signals. These mathematical models (a closed formula or a neural network) can compute the control signals from the structural properties of each test network instantly.

- **LR Model**: the value of control parameters are computed from the LR model. The LR model is a set of closed formulas which map the structural properties of nodes to the average and standard deviation of control parameters. These formulas are obtained by the linear regression algorithm.

- **MLP Model**: the value of control parameters are computed from the MLP model. This model is a set of learned neural networks which take the value of nodes’ structural properties and compute average and standard deviation of control parameters. These neural networks are learned by the multilayer perceptron algorithm.

- **Optimization Algorithm**: the value of control parameters are computed by running our optimization algorithm on the test network. Running an optimization algorithm for each instance of the problem (for each test network) is a typical but time consuming way to compute the control parameters. It is trivial that the control parameters computed by this method are always better than the previous two methods, because the LR and MLP models are learned from the output of this model. Since for the best response dynamics there are many such parameters, using this method for controlling them is very slow and therefore infeasible. Our goal for running this scenario is to compare the optimality of this method with NSP2CP driven algorithms.

- **Random Assignment**: the value of control parameters are chosen randomly. One can hypothesize that the optimality and effectiveness of the LR and MLP models can be by chance, i.e., any random assignment to the control parameters can result in such optimality. This scenario is used for comparison and to reject this hypothesis.

We run 100 simulations (on a machine with 8 GB of RAM and a Core i3 processor running at 3.3 GHz) for each of the above scenarios (methods) for each network game on each test network. For each simulation, we derive the value of the control signals by sampling from the normal distributions whose mean and standard deviations are determined based on the chosen scenario.

While the optimization algorithm scenario needs a very long time to converge and find optimal control parameters, in the LR and MLP scenarios the control parameters are calculated instantly. The charts in the paper show that although these models are very fast, their outcomes are comparable to the time intensive optimization algorithms. We use box plots to compare the values of the objective function in different scenarios. The results are shown in Figs. 7, 8, 9, 10, 11, 12, 13, 14, and 15. Each figure is related to one of the games introduced in Section 3.1 and one of the test networks (See Table 2). As can be seen from the box plots, the results of our proposed model compare favorably to the results that can be achieved using the optimization algorithm, which takes many hours to complete. So whilst our results behave much more optimally than the random assignment scenario and also in many cases are close to the optimized algorithm, we have nearly instantaneous output of the control parameter values.

By the above simulation scenarios, we show that using a learning algorithm to calculate control signals from the network structural properties has a tremendous effect on the time and optimality of the control signals. We still have to face a new question: which learning algorithm? Our experiment shows that it only depends on the game. As it can be
seen from the Figs. 7, 8, 9, 10, 11, 12, 13, 14, and 15 for all three test networks, the linear regression algorithm has better performance for the community formation and the network creation games. On the other side, the multilayer perceptron model is better for the signed network formation game for all three test networks. This may be because of the opposite directions of the utility and the objective function in this game, i.e., if a node increases her utility function, she may decrease the objective function.

4 CONCLUSION

Controlling complex dynamical systems involving many agents is a complex and challenging problem arising in many fields, specially when the involved agents are rational and selfish. A classical but time consuming method for calculating control signals in such systems is to use optimization algorithms to find best values for these parameters. The problem is that in many scenarios when the number of control signals increase the running time will also increase exponentially, specially when meta-heuristics are used.

In this paper, we focus on one of the simplest game theoretical dynamical systems called best response dynamics whose agents are connected through a network. Since such systems are very complex, controlling them involves a high dimensional search space needing an optimization algorithm with a large run time. Another problem when dealing...
with such systems is that even with a given set of parameter values, calculating the objective function requires a lengthy simulation, where probing each point is very time-consuming. Taking these two problems into account, classical methods are impractical and inefficient in many instances.

In this paper the NSP2CP framework was introduced which uses the relation between structural properties of a given network and control parameters to derive values for the control parameters. As was shown, our method yields a good enough result in a fraction of the time of classic methods. In this framework, we use typical learning algorithms whose main goal is to find patterns in data and abstract it by mathematical formulations.

Our approach can be used in other researches which try to study different properties of complex networks, specially when it is desirable to find correlations between them. With learning algorithms, one can not only find complex correlations but also extract an exact formulation which can also be used for other important goals such as optimizations and analytical studies.

As far as we know, this paper is the first which considers controlling game theoretical dynamics over networks. Many follow-up works can be proposed for this paper which are interesting and also have applications in different fields:

- We have focused on best response dynamics which simply assumes that players have no memory and do not become experienced when the game goes on. Considering more natural dynamics [56], [57] which considers players with learning powers are more challenging and also more interesting.

- It has been shown that there exists a subcategory of games in which computing the best response is NP-Hard [12], [58], thus even a computer with high computing power cannot feasibly find the solution. Players in new game theoretical models are satisfied with approximate best responses which are not optimal but are guaranteed to be near the optimal value [59], [60]. Controlling the dynamics defined over these models can be an interesting follow-up.

- In our model we used a limited setting including a small training network and a small number of structural properties. We can predict that better results can be achieved by using this framework with extended settings.
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