Adaptive Search Window for Object Tracking in the Crowds using Undecimated Wavelet Packet Features
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ABSTRACT
In this paper, we propose an adaptive object tracking algorithm in crowded scenes. The amplitudes of Undecimated Wavelet Packet Tree coefficients for some selected pixels at the object border are used to create a Feature Vector (FV) corresponding to that pixel. The algorithm uses these FVs to track the pixels of small square blocks located at the vicinity of the object boundary. The search window is adapted through the use of texture information of the scene by finding the direction and speed of the object motion. Experimental results show a good object tracking performance in crowds that include object translation, rotation, scaling and partial occlusion.
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1. INTRODUCTION
Object tracking is one of the challenging problems in image and video processing applications. The extracted objects in video sequences can be used in many applications such as video surveillance, visual monitoring, content-based indexing and retrieval, traffic monitoring, and video post-production. Various techniques for video object tracking have been proposed in the literature [1-9]. Object tracking in video sequences vary according to user interaction, tracking features, motion-model assumption, temporal object tracking, and update procedures. The temporal object tracking methods can be classified into four groups: region-based, contour/mesh-based, model based, and feature based methods [10].

In the region-based methods information such as motion, color, and texture of the regions are used to track the regions. By using a combination of these regions, one can construct the intended object’s shape [11]. Contour-based methods try to track an object by following the pixels on the object boundary by building the contour of the object. These methods make use of the motion
information to project the contour and then adapt it to the detected object in the next frame [6]. In model-based methods the parameterized object model provides the priori information [13]. Most of the works in tracking humans in crowded scenes use model-based approaches within simple regions such as rectangles and ellipses along with estimation techniques to track humans in a crowded scene [14, 15], or simply use some heuristics such as vertical projection of the foreground to detect regions of interest in crowded scenes [16].

In this paper, we have developed adaptations to our previous works [17, 18, 19] for tracking of user-defined rectangles encompassing object of interest in the crowded video scenes. The algorithm uses an inter-frame texture analysis scheme [20], to update the search window location for the successive frames. The key advantage of UWPT is that it is redundant, shift invariant, and it gives a denser approximation to continuous wavelet transform than the approximation provided by the orthonormal discrete wavelet transform [21, 22].

In section 2, the proposed algorithm and search window updating mechanisms is presented. Section 3 illustrates experimental results in the various conditions. Finally, section 4 provides concluding remarks and the future works.

2. THE PROPOSED ALGORITHM

In the proposed algorithm, object tracking is performed by temporal tracking of a rectangle around the object at a reference frame. Figure 1 shows a block diagram of the system where generation of the feature vector (FV) and update the search window comprise the main elements of the algorithm. These are briefly presented in the following subsection.

![Fig. 1. A general block diagram of the proposed algorithm](image)

2.1 Feature Vector Generation

The Undecimated Wavelet Packet Transform (UWPT) has two properties making it suitable for generating invariant and robust features corresponding to each pixel [23, 24].

1. It has the shift invariant property. Consequently, feature vectors based on the wavelet coefficients in frame t, can be found again in frame t+1.

2. All the subbands in the decomposition tree have the same size equal to the size of the input frame (there is no down sampling). This property simplifies the feature extraction process (Fig. 2).

The procedure for generating a FV for each pixel in region r (containing the target object) at frame t can be summarized in the following steps:

1. Generate UWPT for region r (note that the UWPT is constructed with padding zero when needed).

2. Since the approximation provides an average of the signal based on the number of levels at the UWPT tree, the tree is pruned to have most coefficients from the approximation subbands. This type of basis selection gives more weight to the approximations while
considering the details. For our application, this type of basis selection is more reasonable; because the comparison in the object temporal tracking part of the algorithm is carried out between two regions represented by similar approximation and detail sub-bands. The output of this step is an array of node numbers of the UWPT tree specifying the selected basis for the successive frame manipulations.

3. The FV for each pixel in region $r$ can be simply created by selecting the corresponding wavelet coefficients in the selected basis nodes of step 2. Therefore, the number of elements in FV is the same as the number of selected basis nodes.

![Fig. 2. Undecimated Wavelet Packet Transform tree for one dimensional signal $S$](image)

### 2.2 Temporal Tracking

The procedure to search for the best-matched region is similar to the general block-matching algorithm, except it exploits the generated FV of the aforementioned procedure rather than the luminance of the pixels. To find the best match of rectangle $r$ in frame $t$ to $r$ in frame $t+1$ the minimum sum of the Euclidean distances between the search rectangle and FVs of the pixels within region $r$ is calculated (e.g. full search algorithm in the search window).

### 2.3. Search Window Updating Mechanism

In previous work [19] we have updated the search window (SW) center based on the center of the rectangle around the object at the current frame. This approach is simple but propagates any mismatch into the following frames and causes loss of tracking, in particular for occluded object. The object motion speed and direction is used to update the location of the SW. This idea can be implemented efficiently by using the inter-frame texture analysis technique [20]. The temporal difference histogram of two blocks belonging to current and successive frames, defined as the absolute difference of gray level values between pairs of pixels in the blocks. Several features such as coarseness and directionality can be derived from the temporal difference histogram [20]. The direction and speed of the motion is estimated based on the temporal difference histogram. The main advantages of this algorithm are as follows.

1. It can track both rigid and non-rigid objects without any pre-assumption, training, or object shape model.
2. It can efficiently track the objects in the crowded video sequences
3. It is robust to the different object transformation such as translation and rotation.
4. In case of perspective transformation due to the object scaling in the scene, the algorithm can handle the event.
5. Partial or full occlusions of the object can successfully be overcome in the successive frames.

### 3. EXPERIMENTAL RESULTS

Since there is no universally agreed method of evaluating the performance of object tracking for crowded scenes, we have analyzed our results, subjectively. The outcomes of tracking in various conditions are shown with their associated SW in this section. Throughout the experiments it was no scene cuts were assumed.

The bi-orthogonal wavelet bases was used to generate the UWPT tree. We have used 3 levels of UWPT tree decomposition with wavelet family of $\text{Bior}^{2.2}$. In $\text{Bior}^{N_r,N_d}$, $N_r$ and $N_d$ represent
the number of vanishing moments for the synthesis and analysis wavelets [23].

To evaluate the algorithm in a realistic environment, we have applied it to different real-time video clips in cooperation with Tehran Metro authorities. These video clips show moving crowds at different parts of the metro such as getting on/off from the train and up/down the stairs. We have also compared updating the SW center based on the center of the rectangle around the object with updating the SW based on the direction and speed of the object motion. In all the figures, smaller rectangles correspond to the rectangles around the objects and larger rectangles correspond to the SW.

Fig. 3 shows the result of tracking a man, coming down the stairs in a crowded metro station. Empirical parameters to find the direction and speed of the motion for updating the SW was set to $d = 1$ and $k = 3$. The object is moving down with a constant speed with small amount of zooming out, some degree of rotation of the head and some cross movements. As the tracking results show, the object of interest has been successfully tracked by the algorithm that use updated SW based on the direction and speed of the object motion in the presence of complete occlusion and zoom out.

Note that in all figures, prefixes "a" denotes results of the algorithm used to update the SW based on the direction and speed of the object motion and prefix "b" denotes the algorithm used to update the SW center based on the center of the rectangle around the object respectively.

Fig. 3: Tracking a man going up from the stairs a) $k=3$, $d=1$

Fig. 4 shows the result of tracking where the people are getting off the train. The object passes through the crowd where he experiences full occlusions and some zooming effects in a number of frames. As is demonstrated in the Fig. 4, the algorithm with an update on the SW based on the direction and speed of motion can successfully handle complete occlusions even in the presence of zooming effects. This is due to the robustness of FVs and adaptability of the SW.
4. CONCLUSIONS AND FUTURE WORKS

A new adaptive object tracking algorithm for crowded scenes has been proposed. The algorithm uses pixel features in the wavelet domain with a novel search window updating mechanism based on texture analysis to track the objects in crowded scenes. Based on the properties of the UWPT, existence of individual robust FVs for each pixel, and the adaptive search window, this method can handle complex object transformation including translation, small rotation, scaling and partial or complete occlusions in a reasonable number of successive frames. The experimental results confirmed the efficiency of our algorithm in tracking the object in crowded scenes.

One of the open problems is the integration of algorithm with some spatial domain features such as color and edge for a better update of feature vector and search window. This improvement should handle special cases such as when the tracked object falls outside the search window, in the presence of occlusion, noise, abrupt transformation and zooming.
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